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Dynamic responses and speed to new solutions need good
programming models and efficient processors

Programmability

AProductivity has come at the cost
of compute efficiency

A Abstraction tends to ignore the
underlying hardware
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Specialization

APerformance has come at the
cost of usability

ADifficulty in programming
and system integration
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Developing new solutions for RF converged devices need
DARPA = g

flexibility in the hardware and support for programming
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1.:17) The DARPARRFPGAprogram

Can we create aRPGA-like fabric of switches and programmabled@mponents?

Concept
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Prototype Demonstration Integrated System

ol



DA’RPA Hedgehog: Multifunction, multichannel RF Convergence device

RF Personality
(Antennas, PAs, LNAsBaluns)

Xilinx RFSoC

MATRICs RHFPGAs x4

(FPGA + converters)
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Freq. Range DC1 40 GHz
IBW 10 MHz - 2 GHz
Channels 8 Tx, 8 Rx
Integrated GPPand FPGA
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Programming on Hedgehog

Linux or Windows PC
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A Programming of MATRICs is done through a custom FPGA core interfaced with UHD

A Programming of the ADCs/DACSs is done through a Xilinx Driver with a C/C++ API

A Tools will be available under the open-source GNU General Public License version 3 (GPLv3)
AGov ot us er esarlymagsstdaipvatheta versions



Energy Efficiency (MOP/mW)
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Efficient processing through use of specialized processorsi
and the development environment to support the complexity

—_
o
™

—
R

10!

—
(=]

CPUs

more
programmable

GPUs

less
programmable

Specialized

DSPs
FPGAs

not
programmable

ISAT 2012 study

Specialization

APerformance has come at the
cost of usability

ADifficulty in programming
and system integration




¢ There is a trend to integrate more capabilities into a
DARPA System-on-Chip

[ Optimized to run a ]
single application Increasing integration of specialized
computing cores

] -- And no idea how to use them!

Programmed with
different toolchains

Too general or
application-specific
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(FPGA)




DARPA Domain-Specific System on Chip (DSSoC)

Optimized to run a Simultaneously run
single application multiple applications

Programmed with

Too general or Intelligent tools to Domain-driven
different toolchains

application-specific aid programmers selection and layout
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We cannot fully utilize oucurrent We want to manage ancrease of capabilitie
multi-processor systems with integrated specializealccelerators
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1i:Y)  DSsocC: Domaindriven design

Domain ontology
discovery

Design : Processor
Element selection and
affinity analysis

Domain corpus
Literature, published text, code
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Development tools
(compilers, debuggers,
performance analysis)

Program Results

DSSoC
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@ The DSSoC program will e

A Create a development ecosystem that
takes advantage of the specialized
hardware with no added burden to the

Software Radio

programmer
-_— Computer
Vision
A Design an intelligent scheduler for
efficient data movement between Digital Signal
General Purpose Processor ]
DSSOCprocessor elements Graphics Processors Accelerator Future Domains
Memory Other

A Build a DSSoCof advanced,
heterogeneous processorsand — Specialized
accelerators for software radio
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DSSoC will enable rapid development of mafiplication,
heterogeneous systems through a single programmable device
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