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Introduction



Brock University  



Attractive Features: Horseshoe Falls  



Attractive Features: Crossing to NY  



Attractive Features
Crossing to NY



Attractive 
Features: I can 
see the CN 
Tower  ☺



Who I am  
Dr. Glaucio Carvalho (he/him)

Cross-Appointed Assistant Professor

• Department of Computer Science and the 
Department of Engineering

• Undergraduate Program.

• Master of Science (MSc)

• Doctor of Philosophy (PhD)

• Intelligent Systems and Data Science (PhD)



Research Interests 
• Cybersecurity

• Cyber Critical Infrastructure Protection

• 5G, B5G & 6G

• Ever Evolving Cyber Analytics

• Control Techniques, Game theory, RL, 
ML, System Optimization.

• Observability

• Offensive Security

• Attack & Defense approach



AI-Empowered Cybersecurity 



What is it?
The use of AI to execute and enforce security, protection, and privacy mechanisms



Why
5G, B5G & 6G will be 

characterized by a massive 
number of connected 

devices, high traffic volume, 
diverse technologies, and 

services 

Lead to a complex and 
dynamic cyber-threat 

landscape. 
AI is a promising 

approach. 
Empower intelligent, 

adaptive and 
autonomous security 

management.



Opportunities for AI-
Empowered Cybersecurity 



AI as a Shield

Traditional cybersecurity techniques 
might not be enough to defend 
against advanced cyber threats to 5G, 
B5G, & 6G

AI can be leveraged to add 
intelligence and augment the defense 
capabilities

AI CyberSec use cases will promote 
innovations.



Challenges for AI-Empowered 
Cybersecurity 



AI as a Target
• B5G & 6G networks will depend upon AI to realize the Self-X O&M

• AI an attractive target for attackers

• AI is vulnerable to Adversarial Attacks

• ML systems can be deceived to make wrong decisions.



Adversarial ML Attacks 

Box testing 

• Specify the level of access the attacker has to the 
training data, the learning algorithm and its hyper-
parameters.

White-Box Black-BoxGray-Box

Full knowledge Partial knowledge No knowledge



Hacking CIA Triad

•Goal: gaining knowledge of 
sensitive information about 
the training data, the ML 
system, or its users

Confidentiality

•Goal: evading detection 
without affecting normal 
behavior of the system 

Integrity

•Goal: deteriorating the 
system usability

Availability



AI as a Hacker

AI can be weaponized to 

• Perform massive online surveillance  

• Attack systems – DeepLocker (IBM)



Some Results AI as a Shield



Optimal Security Risk Management for 
5G Cloudified Infrastructure

• Manage the cyber risk dynamically across the edge-cloud 
systems

• Specify the system as a sequential decision-making process

• Use Markov Decision Process framework to model the system



Objective
• Deflate the risk of DoS

• Maximize latency compliance



Structural Analysis of the Optimal Policy



Performance 
Comparison



Full Reference



Optimal Security-Aware 
Virtual Machine Management 
for Mobile Edge Computing 
over 5G Networks

• Assess the cyber risk based on the attack 
surface area and defense capabilities

• Maximize latency compliance for service classes



Performance Comparison



Full 
Reference



Looking Ahead



• Study risk and embed controls to 
mitigate them dynamically.

Previously 

• Disrupt AI/ML Self X O&M 

Offensive Security for 5G 
and Beyond.

• Integration AI/ML and Zero Trust  
System

Zero Trust for 5G and 
Beyond 



Thank you and how can I help 
IEEE INGR Security WG?


